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ABSTRACT

Through the u_ of observation operators, modern data assimilation systems have the capability to ingest observa_

tions of quantiti_ that are not theme.Ires model variabl_, but arc mathematically related to those variablr_. An

example of this am the so-cMled LOS (line of sight) winds that a Doppler wind Lidar can provide. The model - or
data assimilation system - needs information about both components of the horizontal wind vectors: whereas the

observations in this case only provide the projection of the wind vector onto a given direction. The analyzed value

is then calculated essentially based on a comparison between the observation itself and the model-simulated value

of the observed quantity. However: in order to assess the expected impact of such an observing system, it is impor-

tant to examine the extent to which a meteorological analysis can be constrained by the LOS winds. The answer

co this question depends on the fundamental character of the atmospheric flow fields that are analyzed: but more

imporl.antly il, al._) depefz(ls cm the real all(] a.,_.med error covariall(:e (:hara(:l.eristics o1" t.lz_e Gelds. A single-hvd

wind analysis system designed to explore these. Lssnes has been built at the NASA Data Assimilation Office. In

this system, simnlated wind observations can be evaluated in terms of their impact on the analysis quality under

various assnmptions about their spatial distrib,tion and error characteristics and about the error covariance of the

background fields. The basic design of the system will be pre_nted along with experimental resnlts obtained with

it. In particular, the value of simultaneously measuring LOS winds along two different directions for a given location
will bc discus._xt.
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1. INTRODUCTION

In spite of tremendous progress in numerical weather prediction and analysis systems over the last several decades_

operational forecasts still occasionally go seriously wrong. At a recent WMO workshop, 1 the lack of independent

knowledge about the wind profile in the free troposphere over the oceans was cited as the single most important

cause of sporadic, abnormally large forecast errors in the northern hemisphere extratropics.

Currently: much of the knowledge about the wind profile in these areas comes from the multivariate assimilation
of satellite temperature soundings, in which temperature information is translated into information about the atmo-

spheric flow under some assumptions about the nature of the prevailing balance. An additional important source

or i.formal,lo, is the set or wla(I ot)servaLions (:al(:lJlal,e(! 1)y I,ra(:king I'eai,ure.s irl the ('hm(I anti wal,er vapor irnage_
obtained by the geostationary satellites 2.3

However, both these sources of information are incomplete. The information embedded in the temperature field is

indirect, and it isonly u_d correctly when the balance of the real atmosphere corresponds to what is assumed in the

analysis system. The geostationary wind data are of a le_ indirect nature, but coverage is limited to where features

can be detected and tracked, the motion of the selected features may not always correctly reflect the mean flow

field in their area, and the correct a_,taignment of altitude level to the derived winds remains problematic. Latitude_

beyond 600 in either hemisphere arc nnob_rvable from geostationary orbit, and in practie_ the amo, nt and the.

quality of wind observations both decrease markedly beyond 50* of latitude.

Direct measurement of winds away from the areas of relatively good radiosonde coverage therefore remains a

high priority for the global observing system. Such observations are expected to be especially beneficial in situations

where the balance assumptions used for assimilation of satellite sounding data are invalid: and in regions where the

geostationary wind observations are either poor or missing altogether. A space-borne Doppler Wind Lidar (DWL)

is one of the candidate systems for providing these data.It is a direct wind measurement with an accurate height

assignment: and it can provide relatively uniform horizontal coverage. Several concepts for such wind instruments



have been studied in the past45. 6 and the European Space Agency recently selected the Atmospheric Dynamics
Mission (ADM) as one of its two Earth Explorer Core Missions 7 for a projected 2006 launch.

Both the ADM and some of the concepts studied earlier are single-perspective instruments, i.e. the orientation
of the LOS with respect to the flight direction of the spacecraft is fixed, and the observations the1"efore consist of a
_ri_ of l)rojecl,ions of the local horiy_o.l,al wind vector ol|{,o es._,al.ially parallel lil,es. This elimi.ate_ I,he nell for
a scanning mechanism, and it therefore simplifies the instrument design. Since raw line of sight winds have little
direct val,e for the u_r, the main target application for the_ observations is data assimilation for nnmerical weather

prediction (NWP) purpo_s. The nnderlying as.qumption is that the data assimilation system will be able to correctly
infer the nnobserved wind e_omponen_ orthogonal to the instr, ment LOS from a combination of the data themselves,
the background field, and the background error covariance.

The p,rpo_, of this article is to examine this assumption in some detail. This is done throiJgh a series of analysis
experiments ba_d on simulated observations obtained from simple_ ideMized random observation networks. Before

any experiments can be meaningfully interpreted, a metric of information content for the different kinds of wind
observations needs to be defined. Since the target application for these particular observations is data assimilation,
we have chosen to use the analysis error variance as the main metric. In other words, the sole criterion for success
of a given observing system is the extent to which it contributes towards producing an analysis with a low expected
error. Issues such as measurement error and density of horizontal coverage are considered irrelevant by themselves:

and important only insofar as they contribute to achieving this goal.

In the following section: the experimental setup will be reviewed. Next a series of analysis experiments will be
presented. The main issues addressed are: (i) one vs. two perspectives, (ii) separate vs. collocated dual perspectives:
and (iii) dependency on the angle between the two perspective_.

2. THE EXPERIMENTAL SETUP

In order to explore some of the basic configuration issnes for a space-,borne Doppler Wind Lidar (DWL), a simple
analysis system for simulated wind observations was developed at the NASA Data Agsimilation Office- (DAO). The
system takes nser-specified "true" and background states as inpnt, simulates a set of observations of the true state.
with the required coverage and error characteristics, and produces an analysis based on the background and the
simulated observations as output.

Both the analysis equation and the background error covariance models are similar to what is used in the DAO:s
operational PSAS system (Physical-space statistical analysis systemS). The most important differences with respect

to the full data assimilation system are that (i) the DWL analysis domain consists of a limited area on a single level:
and (ii) the system does not include a forecast model. The system is thus easy and inexpensive to set up and run, and

it is therefore very well suited to test how observations with different coverage and error characteristics propagate
through the analysis equation: and ultimately how successful they are in reducing the analysis error.

The analyzed state w ° is found by solving the analysis equation

,;_ = ,,h + K(w" - Flu}) (i)

In thisequation.,wb isthe prior,or background,state(inan operationalcontextgenerallycoming from a short-

rangeforecast),K isthe gain matrix,w ° isthe vectorofthe observations:and H isthe obeervationoperatorthat

translatesinformationfrom the background stateintoa vectorofsimulatedobservations.For n statevariablesand

p observations,both w a and wb aren- vectors:w °isa p-vector:and H isa p x n matrix.The optimalgainmatrix

- inthe sensethat the resultinganalysishas thesmallestexpected error- isgivenby

K = pbHT(HpbHT -I-R) -1, (2)

where pb isthe background errorcovariancematrix;and R isthe observationerrorcovariancematrix. From

eqs. (I)and (2)itisevidentthat the analysisdepends not only on the background fieldand the observations,but

alsoon the assumed errorcovariancecharacteristicsofthe observationsand ofthe background. Roughly speaking:

the diagonalelementsof the background and observationerrorcovariancematricesdeterminethe relativeweights

assignedto the background and observationsinthe analysis,whereas the off-diagonalelementsofthe background



error covariance matrix in particular define the impact of the observations on the analysis at the unobserved locations
and on the unobserved variables.

The length of the state vector for a typical global meteorological forecast model is currently on the order of 10?.
Nominally: the background error covariance matrix pb contains n2/2, i.e. on the order of 1014, elements. Since the_

is no known way of reliably Sl_cil'ying this nlally i_ldelmnde.I, paranleters de_:rilfing l,he error statistics rot a given
forecast system, this matrix is normally modeled using rather crnde a.qsnmptions. It is important to keep in mind

that any conclz_sions regarding the impact of a given type of observation on an analysis system depend critically on
the _,_umptions u._£1 in modeling the c_variance matrix of that system.

Generally, the nnivariate background error covariance P_ between the values of a given state variable at two
different locations with indice_ i and j is given by

P_ = o'_#jp_._ (3)

where #i is the background error standard deviation at point i, and p# is the background error correlation between
points i and j. In act,ml implementations, this is often simplified by assuming e.g. that the forecast error correlations

only depend on the distance between i and j and that the for_aat error standard deviations are constant on a given
vertical level.

Since the wind is a vector quantity rather than a scalar, the problem of specifying b_kground error covariances
for winds is slightly more complicated. Disregarding the vertical component of the wind, it involve_ specifying the
covariances for a set of two scalars a.qwell as the possible crcx,_s-covariances between them. The two _alars can be e.g.

orthogonal wind componcnts= vorticity and divergence, or velocity potential and strcamfimction. However: both the
actual c_hoice of sc.alars and the functional form of the covariance can have a profmind impact on the quality of the
wind analysis. This is particularly evident in the case of incomplete observations such as wind measurements taken
along parallel lines of sight. Here all the observational information pertains to one of the two scalars involved, and

any innovation added to the analyzed state about the wind component orthogonal to the observed direction comes
entirely from the assumptions built into the forecast error covariance matrix.

The assumption of nondivergence which is frequently used in atmospheric modeling and analysis can be used
to illustrate this last point. Assume that both the truth and the background states are nondivergent. Also the

background error will then be nondivergent. Let now the two-dimensional wind field t7 = (u. v) be defined in terms

of a sl,rean, fum:l, icm _b with a kr,own error _varia,,ce mal,rix P_ Lhrcmgh I,he fi_llowing relal.iorlshil_

For a discretized numerical applications, it is convenient to express this in operator form:

(4)

,_= A¢, (5)

where

Using this operator, the wind error covariance matrix Pab is easily obtained from the strcamfunction error covari-
ance:

P_ = AP_,AT: (7)

where A T is the transpose of A. The matrix P_ will generally speaking be flfll, i.e. there will be terms in it linking
the error of one wind component to the error of the other. Thus even if observations of only, say, the u-component
arc provided, the analysis system would still update both the u- and v-components based on the assumption of

nondivergence that links the two errors. One might even expect that observations of.just a single wind component to
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Figure 1. Vector winds plotted for the "true" state.

contain enough information to effectively constrain the analysis in such a case: since the assumption of nondivergence
reduces the n,n,lmr of degrees of fre_lorn per grid imint from two I,o o.e. However, it is easy to see. from eq. (4)
that even full knowledge of one wind component mathematically only allows determination of the other component

to within a constant of integration. The experimen_ di_ussed in the next sections were set up to test whether this
theoretical limitations can be expected to pose real problems for the single-persp_tive observations.

3. EXPERIMENTAL RESULTS

For the experiments described in this section, the true state w t is a nondivergent zonal flow with a single eddy: as

shown in Fig. 1. The analysis domain is a rectangular array of regularly spaced grid points defined at a single

vertical level, 31 in the zonal direction by 21 in the meridional. The grid spacing is fixed at 100 kin. The extent of

the domain is thus 2000 by 3000 kin: and the dimension of the state vector is 1302 (31 x 21 x 2).

The background state is a zonal flow (not shown): and the experiments thus essentially test the ability of the

analysis to correctly extract the information from the observations about the presence of a wave in the flow, and

add it to the background state. The RMS difference between the true and background states is 2.4 m/s both for the

Ilirial and rrleridional wind c,ornlionenl_i. Since both the trnm slate arid l,he liitckgrourid are nondivergent, ai_) I,he

background error will be nondivergent in this framework. Real background errors on the other hand, are combinations
of divergent and nondivergent errors, and the relative amonnt.,_ in which the two types of errors are present in a given

situation is generally unknown. The c_ntrolled framework of the experiments presented here has the advantage that

the error is known, and the error eovariance can therefore be specified correctly or incorrectly as desired.

3.1. One vs. two perspectives

In the first series of experiments: the impact on the analysis of having one vs. two perspectives on the flow at a given
location is explored. The observations consist of samples of the true field at a set of locations that are randomly
scattered over the domain. A simulated observation error in the form of uncorrelated Gaussian mean-zero noise with

a standard deviation of 0.5 m/s is added to the samples. The number of observations, p: is set by the experimenter.
For the orie-lierspex:l,ive experirrierll.% the sainliles are I_ projecl, ioris ()P the true fleld olilx) Iliis (lirectiori. For I,he

two-perspective experiments, the samples are p12 proj_tions onto both this and the orthogonal direction. The two
types of experiments thus contains the same amount of information, in the _n_ that the observational data._et

contains the same number of scalar values. The purpose of the experiment.s is to examine whether they also contain

the same amount of information in an analysis error reduction sense.

The background error is a._.snmed to be nondivergent, and the background wind error covariance matrix is there.tore

derived from a streamfunetion error eovarianec matrix using cq. (7). As already mentioned, the assumption of
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Figure 2. Single line-of-sight (LOS) observations of the state shown in Fig. (1)

nondivergence is expected to be useful for constraining the unobserved wind component orthogonal to the LOS. The

disadvantage of using this assumption is that it excludes any potentially important divergent flows from the analysis.

This problem may become more pronounced as the models and hence the analyses progress to smaller and smaller

horizontal scales. We emphasize again that while the assumption of nondivergence is correct for this particular

experiment: the amount of nondivergence in a given atmospheric situation is unknown. The background error

covariance formulation used here: however: requires the user to explicitly specify the relative amounts of information

about the rotational and divergent components of the flow that should be extracted from the observations. This is

..l'orL.rlal_, sim:e ideally this inforrllatiolt sh(ml(! (:or.e from the Wirl(I o|_._erv_tLiOrlS I,he.lselve_.

I. Fig. (2), a I,yl)i(:a] _l, of sir,gle-l)er_i)e(:tive ol).erval.i(ms ;_ sli{)w, f()r p = 40, a.(] a LOS azirrl.l,|, angle of 60 °.

An analysis obtained from the observations in Fig. (2) is shown in Fig. (3). It is evident that - even in spite of

the favorable sp_ification of the b_kgro,nd error - the analysis is only marginally capable of detecting the presence

A*I_J.JIL p,,40, rilodqp 1. t:gwm2. U em_,1.290_ V emn_1.74

__ _=_._,,._,.--I*_P_-P_=_==_ •

__.===_ _*'_"--1_4L_L-I--_ _ _=_

Figure 3. Analysis based on the observations shown in Fig. (2)



oftheeddyfromtheobservations.Theanalyzedstructurelacksintensity,and non-zero V-components are evident

throughout the meridional range of the plot.

The RMS differences for U and V between the true and analyzed states (Figs. 1 and 3) is 1.3 and 1.7 m/s:

respectively. As one would expect: the error reduction is largest for the U-component: since the projection of this

(:orrq)o.erlt or, LI,e T.OS is I,he larger of I,he I,wo.

Otm*r_ 1.08 mln_.

..--.),.

6 10 15 20 25 30

Figure 4. Orthogonal LOS observations of the state shown in Fig. (1)

In Fig. (4), a typical set of d,al-perspective observations is shown for p = 40, and LOS aziml)th angles of 600

and 150 °. An analysis obtained from the ob_rvations in Fig. (4) is shown in Fig. (5). The analysis is based on the

_me backgrmmd wind error covarianee formulation as the one ,_d for the singl_perspective analysis in Fig. (3).

It is clear that the dual-perspective analysis is superior to the single-perspective analysis for the flow configuration

and the parameters shown here. The analyzed eddy has the. eorr_t location rind horizontal extent, with the main

shortcoming being a lack in intensity. The RMS analysis error with respect to the baekgro, nd field is now 0.8
and 1.3 m/s for U and V, respectively: which again indicates a substantial improvement over what was seen in the
single-perspective analysis.

In order to examine the difference between the one vs. two perspective analyses more extensively: a series of

experiments similar to the ones just described was carried out with values of p ranging from 10 to 320. For each

value of p, 15 single-perspective and 15 dual-perspective experiments were carried out to generate reasonably robust

statistics. In each individual single-perspective experiment: the azimuth LOS angle was randomly selected between

0° and 180 °. The purpose of this was to obtain a representative sample of experimental results irrespective of any
p_fererfl,ial (lire(:l, ion pre_.rd, in the l r.e all(l/or l)ackgr(mrld sl,aLe_.

Ill Fig. (6), I.he rrueatl a.d st,arl(lar(I (levial,iorls or tile RMS a.;tly._is e.rror14 for g _.<1 V are, 14|lowrl for Ix)i,h

single and dual perspective experiments as a fi]nction of p. It is clear that the analy_.s based on dual perspective
observations are s.perior to the ones based on the single LOS winds. The differenc_ between the two increa._a with

p, indicating that tr.e vector information gets increasingly important at smaller _ales: wherea.q the impact of the

sealer single perspective observations saturates at a relatively eoar_ resol.tion of the observations. The analysis

error of the d.al perspective experiments is also more rob.st: lower error bars in the plot indicate relatively uniform

analysis erro_ over the 15 experiment samples. This is probably mostly d.e to the fact that the impact of the single

LOS observations on a given wind component is sensitive to the alignment between the LOS and that component.

Note that the analysis error for the dual-perspective experiments seems to saturate at around 0.25 m/s, well

below both observation and background errors. This is consistent with what one would expect from estimation

theory: assuming that the error covariances are correctly specified. The analysis error in for the single-perspective

experiments: on the other hand, seems to saturate at around 0,7 m/s which is well above the size of the observation
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Figure 6. Analysis errors for U and V for one and two perspectives vs. the number of observations: p. The solid
lines show the mean error over 15 independent experiments for each value of p: and the error bars show the standard
deviation of the errors

error. This supports the notion dise,g_d in the previo,s _ction that even the simple nondivergent flow config,ration
rested here cannot be fl]lly determined from ob,qe,rvntions along a single direction, even though it only contains one
degree of freedom per grid point.

3.2. Coincident vs. separated perspectives

In the previous section it was shown that dual-perspective observations are much more useful than single-perspective
observations for reducing the analysis error in the simple test case explored here. One of the issues that would need

I,o t)e ad(lre_,_e(I t)el'ore ()fie (:an specify the user requiremenL._t'or(}ual-persl)e(:tive ol)8erval,i(ms is I,he level of si)al, lal
and temporal coincidence that gs needed between the two perspectives. It is likely that a fairly relaxed requirements
on thks will provide added degrees of freedom in the design and/or the operations phase, of a given instrument. We

do not here explore the i,,_stneof temporal c_ineidence beyond simply noting that if the two perspectives of a given



atmospheric situation are obtained during one overflight (same orbit), the time difference would at most be on the
order of a few minutes. This would seem to be insignificant compared to the temporal resolution of the analyses and

of most othez observing systems.

In order to test the performance of observations with a low degree of spatial coincidence: a series of experiments
_'a_ carried o.t wil.h olx.e.rval,lon. Lake. along I,wo orl.hogo.al dlrc_:l,icms, let al, random, _l)aral_, I(x:al,io... The
overall flow is thas sampled along two independent directions, b.t any individ.al location is likely to be sampled
along j.st one of the_se. An example of s.ch observations for p = 40 is shown in Fig. (7).
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Fig,:re 7. Orthogonal LOS observations at separate horizontal locations of the state shown in Fig.(1)

The res.lting analysis errors with .ncertainty estimates from a _ries of experiments is shown in Fig. (8) ms
f.nctions of p. Even tho.gh the collocated perspectives experiments tend to o.tperform the separate, perspectives

experiments in the middle range of p-val.cs, the two _ts of ..ryes are m.ch closer together for all val.cs of p
than what was seen in Fig. (6). The two sets of experiments are similar also in their level of consistency over
the 15-experiment samples (roughly similar error bars). Overall, the results indicate that from an analysis point of
view getting independent information about the two wind components is of paramount importance, while it seems
to be considerably less important that these two pieces of information be obtained at the exact same geographical
locations. In particular, we note that for the single-perspective observations, the analysis error seems to saturate
at the 0.7 m/s level (Fig. 6), with no apparent benefit to be expected from increasing the number of observations

beyond the maximum value of 320. In the dual-perspective, separate locations experiments shown in Fig. (8), the
mea_l analysis error has fallel, below 0.7 m/s a.lrea_ly al, p = 80.

3.3. Angle between perspectives

The experiments described thns far were all ba._d on either orthogonal or parallel perspective. The evidence is

that there are s.bstantial benefits to be had from obtaining orthogonal perspectives. Some proposed instr.mcnt
config.rations fall in between these two extremes in providing intersecting b.t non-orthogonal perspectives. It is
therefore of interest to study also the impact of dual-perspective observations as a function of the angle between the
lines of sight.

In Fig. (9), the mean analysis error and uncertainty is shown for a series of experiments in which the angle a
between the two lines of sight was varied from 0 ° to 90 °. For each value of a, 15 experiments were run, and the

overall orientation in space of the two LOS was selected randomly for each experiment in order to generate reliable
statistics for both wind components. It is seen that the analysis skill improves dramatically when a increases from
0° to 30 °. From 30° to 600 there is a modest improvement: and beyond 60 ° the analysis error is nearly constant.
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4. DISCUSSION

The results shown in the previons section provide a very strong indication that it would be preferable to obtain LOS

wind observations along two independent directions rather than one. Both the analysis system, the simulated obser-
vations, and the flow configurations studied here are gross simplifications of the corresponding real-world systems.

and one might therefore be concerned whether the findings on one vs. two perspectives do indeed carry over to reai
NWP applications and real observing systems. It is worth emphasizing again that the experiments described here
actually tend to favor the single-perspective experiments. The basic test that the observations are subjected to here
is to help the analysis recover from a nondivergent error that is correctly specified in the sense that it uses a back-

ground error covariance matrix that is derived under the assumption of nondivergence. This is a much easier test to

pass than the more realistic one of corr_ting an error with an unknown mix of rotational and divergent components,



to which real-world analysis systems are subjected. An incomplete observing system such as a single-perspective

wind instrument will thus get a substantial amount of help from the correctly specified background error eovariance

matrix in our expeximents, whereas a real-world observing system would have to overcome not only an exroneous

b_-kgr_mnd field: but al_ an ir.:orrecl,ly specifi_l lmc:kgron.d error c_waria.ce.

Providing only single-component wind observations thus puts a large part of the burden of getting a corre_:t

analysis on the first gue_ and on the asaumptions underlying the error covariance model. This is likely to work

quite well whenever the background field is reasonable and the balance assumptions built into the covariance matrix

are valid. However, if the purpose, of flying a satellite Doppler Wind Lidar is to specifically reduce the frequency of

abnormally large forecast errors, it is clear that the ob_e_rvations would be particularly vahmble when and where new

and unexpected developments oc_cur i.e. precisely in those, situations where the background field by definition is

in error. One might fear that these could also be situations where the normal assumptions about geo6trophy and

hence nondivergence could be violated.

5. SUMMARY AND CONCLUSIONS

The question of information content in wind observations obtained along one vs. two directions has been examined

in the context of a simple analysis system. Information content is defined here as the ability to reduce the analysis

error. It w_q shown that dual persp_tive observation.q are much more efficient at doing this for an equal number of

measurements. It wa_ fi)rther shown that the two perspectives need not be strictly collocated, as long as the flow

field is sampled sufficiently along two independent directions. The two perspectives need not be orthogonal. Most

of the benefit from having dual perspectives is realized when the angle between the lines of sight is larger than 60*.

The quality of the analysis decreases with the angle when this is less than 30*.

Concerning the applicability of these findings to real observing systems: it was argued that the results may tend

to be too positive towards the single LOS observations. It is therefore likely that the difference between analyses of

single vs. dual perspective wind observations would be even larger in a more complete analysis system.
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